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Abstract

Multimodal generative models are rapidly evolving, leading to a surge in the generation of realistic
images that bring both exciting, creative possibilities, and serious risks. Deepfake images have partic-
ularly garnered increasing attention due to their potential for spreading misinformation and generating
fraudulent content. We present a series of experiments conducted as part of the TrueMedia.org organiza-
tion committed to fighting deepfakes and misinformation targeted at political elections, showing that (1)
open source fake image detectors often fail to generalize to in-the-wild images; (2) despite poor perfor-
mance when used out of the box, a basic, pretrained CLIP vision transformer can be easily modified and
trained to detect in-the-wild fake images with high-quality training data, reaching an average precision
of 91.9 and an F1 score of 0.83; and (3) this model is capable of learning to detect synthetically generated
images from multiple standard image generators with average precision of greater than 99.0. In addition,

we discuss challenges in modern deepfake detection and identify directions for future work.
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1 Introduction

Recent advancements in multimodal generative models have made manipulated media increasingly more
realistic and widespread. While synthetically generated audio, images, and videos can have practical and
creative applications including creating engaging educational videos and generating improved dubbing or
translations [70] 28], deepfake videos that impersonate humans highlight the potential harms of the machine
learning generation techniques. For example, deepfakes that blend faces of celebrities onto the bodies in
pornographic videos [49] 27] and alter the messages of politicians [63] can spread misinformation, threaten
individuals, and damage reputations [74], disrupting election campaigns and financial markets. Recently,
deepfakes have also been behind fraudulent schemes; by impersonating powerful figures and known colleagues,
deepfake videos have resulted in scams of up to $25 million [I3]. Given the rise of social media and prevalence
of online media consumption, it is unsurprising that deepfake content is increasingly interfering with people’s

lives.

The first modern deepfakes surfaced in 2017 when users on Reddit posted computer-generated pornographic
videos of actresses [49]. Since then, many deepfake generation tools have become available for public use.
Applications and open source repositories such as FaceSwap [5], FaceSwapGAN [62], StyleGAN [32], and
FSGAN [50] allow anyone with basic programming skills to generate their own deepfakes, and as text-to-
image and text-to-video models such as Imagen Video [24], CogVideo [25], and Sora [§] improve and become
widespread, the barrier to entry will continue to be lowered. With deepfake generation becoming increas-
ingly democratized and capable of producing realistic results, emphasis on countermeasures has also grown.
Generally, addressing misinformation and the harms related to deepfakes follows two patterns; detection of
manipulated media and preventing generation. While prevention through techniques like watermarking [45]
and blockchain technology [55] as well as through technology policy [56] is necessary for mitigating deepfake
harms, detection is an important tool that can be applied to deepfake content that has already been created

and can be applied sooner than developing and widely adopting new prevention techniques.

Fake image detection is typically framed as a binary classification task where classifiers learn to distinguish
authentic images from manipulated ones. Initial detection tools focused primarily on visual artifacts such
as blended face edges [36] and image forgery techniques that have preceded deepfakes [12]. Deep learning
techniques have since become more popular in detection methods, taking advantage of the large amount of
real and fake data available online. However, since training detection algorithms often relies on synthetic
data created by the deepfake generation tools, deepfake detection lags behind generation. Consequently,

the development of detection algorithms provides direct feedback to generation algorithms on what makes



deepfakes detectable and can encourage adversarial generation to bypass detection. As one example of
evolving detection and generation, artifacts specific to image generated by generative adversarial networks
(GANS) are less present in images generated by newer, diffusion-based generative models [I5]. This training
paradigm can also encourage models to learn the unique identifying artifacts of specific generation techniques
if they are trained on datasets of only one class of image generator, rather than detecting any shared
characteristics of manipulated media in general. This makes detecting deepfake content in the wild, where

it has the greatest risk of misleading individuals, particularly challenging.

In this thesis, we first survey the existing landscape of Al-generated image detection methods and find
that many detection methods are not available for public use. Then, evaluating the existing tools that are
open source on a custom dataset of in-the-wild, crowdsourced images, we find that techniques that perform
well on established benchmarks fail to generalize to real-world examples that humans are uncertain about.
Building upon these findings and the existing detection mechanisms, we investigate how to build and improve
deepfake image detection to become effective in real-world systems. Our results show that adding a small,
simple network on top of a learned CLIP vision encoder outperforms finetuning a popular detection method

designed to identify Al-generated images.

Building on prior work, we also find that training the additional network on top of the learned CLIP vision
encoder on increasingly diverse datasets with multiple generation methods does not hurt the detector’s
performance on single generation methods. In particular, we examine training and evaluating the base model
using curated datasets consisting of deepfakes and synthetically generated media from StyleGAN2 [33], Stable
Diffusion [58], DALL-E 2 [54], Midjourney [I], and DeepFloyd IF [3], training on up to approximately 60,000

samples.

2 Background and Related Work [

2.1 Deepfake Image Generation

There are many types of manipulated images. Small alterations to images can be made using tools such
as Adobe Photoshop [2] to edit the lighting or background of an image or change an attribute of a person
such as their facial expression, while larger changes can swap entire faces of two subjects in two different
images using deepfake generation tools [61], [62] [5] or insert whole objects into existing scenes where objects

are synthetically generated [54] or real images edited in. Recently, newer techniques of image generation

IThis section has been adapted from sections of a co-authored survey paper on deepfake generation and detection, “The
Tug-of-War Between Deepfake Generation and Detection,” currently under review for the ICML 2024 Workshop on Data-Centric
Machine Learning Research.



can create entire images from the pixel level without leveraging existing images, typically converting text
prompts into media [T}, Bl 58, 54]. Any combination of these techniques can be utilized to create realistic

deepfake images, complicating in-the-wild detection.

2.2 Fake Image Detection

Detecting fake images precedes the introduction of deep learning and creation of deepfakes and aims to
detect a range of image manipulations. These methods range from artifact detection to modern methods

that have developed in response to advancements in image generation techniques.

2.2.1 General Visual Artifact Detection

Deepfake images may introduce subtle artifacts that are not present in real images. These can include
artifacts introduced by face blending or face warping when swapping faces, as well as inconsistencies in the
overall image. For example, Li et al. [36] proposed the “face X-ray” image representation to detect anomalies
in the blending boundaries of faces in images that have been blended together. Other work has focused on
the differing image textures between generated and real content [41]; the resolution inconsistencies that arise
from warping faces to match them to real images [37]; and missing reflections or missing details in the teeth
and eyes [47]. Many other visual artifact detection methods have been proposed, but as deepfake generation
has improved and fewer artifacts remain, these techniques have become overshadowed by methods focused

on detecting more subtle identifiers of generated images.

2.2.2 GAN specific techniques

Many widely available deepfake generation tools employ GANs, including FaceSwap [5], FaceSwapGAN
[62], StyleGAN [32] B3], and FSGAN [50], which typically employ a “face swap” technique to replace one
person’s face with another. Due to the prevalence of these generation techniques, image deepfake detection
in the past has focused on detecting artifacts unique to GAN models. Some detection methods rely on
visible differences such as irregular pupil shapes [20] while many others exploit lower level abnormalities;
the upsampling operations involved in GAN generation introduce model specific artifacts into the images’
spatial and frequency domains [73| 40} [72]. Wang et al. [66] trained a ResNet-50 model [22] that detects
these such artifacts and found that GAN generated images are easily detected. Similarly, FakeSpotter [65]
is able to effectively detect Al-synthesized fake faces generated by GANs. Building upon these detectors,
PatchForensics [I1] introduced a detector that analyzes smaller patches of images to determine if there are

Al-generated or manipulated areas of a larger image.



2.2.3 Modern diffusion detection

Despite GAN-generated image detection being successful, generalization of these detection methods to newer,
diffusion based image generation techniques is difficult [15], 51, in part because the artifacts introduced by
GANs in images are no longer present in diffusion model generated media. Recently, Wang et al. [67]
proposed a new image representation DIRE that uses reconstructions of images using diffusion models as
a method for detecting diffusion model generated images, since diffusion model generated images consist of
features that are better reconstructed by other pretrained diffusion models than real images. Ojha et al.
[51] instead utilize the learned feature space of a pretrained vision-language model to determine if an image
was Al-generated. And Lorenz et al. [43] relies on multi Local Intrinsic Dimensionality to detect diffusion.
These novel methods highlight how detection algorithms continue to adapt to the newer generative models
that evade older detection methods that become inaccurate over time. Other work has also shown that
further training of GAN-generated image detectors on diffusion-generated images is sufficient for improving
generalizability [19, 57], but modern detection has not yet been studied specifically for deepfake images or

in-the-wild data.

2.3 Datasets

Each of the methods used for deepfake generation and detection have been trained on datasets of real and
fake images. Numerous datasets of real human faces have been curated for various facial recognition tasks.
In 2007, the Labeled Faces in the Wild (LFW) database made public over 13,000 images of faces found on the
internet to study facial recognition [29]. Though now retracted, the MS-Celeb-1M dataset consisted of one
million real images of 100,000 different identities, mainly of various celebrities and journalists, also designed
to develop facial recognition technologies [2I]. And IMDB-WIKI [60] and IMDB-Clean [40] include 524,230
and 287, 683 images respectively of faces, designed to train age-estimation algorithms. These datasets enable

training of face image generation models.

For deepfake image generation techniques that rely on face swapping or reenactment, the deepfake creator
must have sufficient training data focused on the target and source subjects involved [B| [61]. This has limited
who deepfakes can be generated of to individuals with large amounts of publicly available content such as
politicians and celebrities, but as the quantity of public data increases and generation techniques improve
the barrier to creating deepfakes continues to fall. In fact, higher quality and larger datasets of real human
faces have emerged both in part due to online sources such as Flickr and their role in training GANs to
generate more realistic media. The CelebA-HQ dataset [31] is one such dataset of 30,000 images of the faces

of celebrities, based on the larger CelebA dataset [42], that has been used to train GANs to generate higher



resolution images of human faces. Karras et al. [32] went on to create Flickr-Faces-HQ (FFHQ), a larger
and more diverse dataset of 70,000 facial images, inclusive of broader ranges of ages, ethnicities, and image

backgrounds as well as accessories.

In contrast to deepfake generation models, detection models most commonly are trained on large datasets
of both real and fake images. Often, these are custom datasets created specifically for the detection focus
and currently available image generators. Wang et al. [66] trained an image classifier on the LSUN [7]]
dataset and ProGAN [32] generated images. To test their image classifier, Wang et al. generated over 72,000
images using 11 different CNN-based models including StyleGAN [32], BigGAN [7], StarGAN [I4], and
CycleGAN [75]. This collection of real and fake samples has been used by subsequent detection methods to
train and evaluate models [51) [15]. Sharing datasets allows for direct comparison and improves transparency
but the lack of newer generation methods in older datasets necessitates new custom evaluations [67, 43), [44].
While there have been efforts to standardize deepfake video detection benchmarks through the DeepFake
Detection Challenge (DFDC) [6] and the FaceForensics++ [59], Celeb-DF [38], DeeperForensics-1.0 [30], and

AV-DeepfakelM [9] datasets, there are no well established evaluations for manipulated image detection.

3 Preliminaries

3.1 TrueMedia.org Collaboration

Founded in 2023 by Dr. Oren Etzioni, TrueMedia.org (hereafter referred to as TrueMedia) is a non-partisan,
non-profit organization committed to fighting Al-based disinformation, particularly ahead of the 2024 U.S.
election season. TrueMedia provides a free platform for media consumers to submit content for which they
would like to verify its authenticity. In this way, the organization collects the real-world examples that
humans have encountered in-the-wild and are uncertain about. Partnered with currently leading deepfake
detection startups such as Al or NOT, Reality Defender, Hive, and Sensity, each of which has their own suite
proprietary detection tools, TrueMedia is able to aggregate responses of these detection tools for each piece
of media submitted for analysis, providing access to the detection tools that consumers might otherwise not

have a way to interact with.

Partnered organizations are important to TrueMedia’s mission but the underlying algorithms of detection
tools remains a black box, and not all detection tools are trained to detect the specific media content
TrueMedia aims to analyze. Because of this, in-house methods are being developed by the organization.

It is in collaboration with TrueMedia and its research group that we carry out this work on detecting fake



images in the wild as part of an effort to develop and improve fake media detectors for their products.

Part of the collaboration with TrueMedia allows for the unique ability to crowdsource data from both
product users and TrueMedia’s own data experts, enhancing the data sources for in-the-wild detection
training beyond sources commonly available online. We utilize these high quality examples in our work to

evaluate and improve various detection methods.

3.2 Deepfake Detection in the Open Source Community

While there are strong open source communities surrounding the deepfake generation space for common
repositories such as Face Swap [5] and Face Fusion [61], the deepfake detection space is primarily con-
tributed to through academic publications and their released code implementations. These repositories are
important in the community and are the backbone for much of the work that we have done; however, they
are often poorly maintained and there is little consistency between the different works. Some of the research
contributions have been led in part by DARPA and the Semantic Forensics (SemaFor) program, which aims
to detect, attribute, and characterize manipulated and synthesized media to address disinformation cam-
paigns [I6]. The SemaFor program’s recently published Analytic Catalog of various open-source detection
techniques is one example of how researchers in the detection space can come together to create a larger
detection community. However, the catalog remains in its early stages and included methods are not evalu-
ated in our work either due to a different target modality (detecting text or articles rather than images) or
an inability to use the provided source codes (e.g., lack of public model weights or missing model training

code).

Perhaps driven by the data requirements to train generated image detectors and the potential harm of
generation tools, there has also been an increase in detection methodologies led by the generation tool creators
themselves. For example, OpenAl has announced their efforts to implement tamper-resistant watermarking
to their digital content in addition to developing their own detection classifiers, including a detector to
distinguish between DALL-E 3 created images and non-Al generated images [52]. These efforts are also
integral to the overall mission against deepfake-related misinformation in the wild, but similar to TrueMedia’s
partners, these methods remain closed to the open source community and may have difficulty generalizing

to out-of-distribution media.



Subset | Real | Fake

Train 162 162
Test 90 166

Table 1: Summarized contents of the curated TrueMedia dataset. At the time of model evaluation, there
were 580 total high quality images labeled with their ground truth values, with 256 images allocated to the
evaluation (test) set.

Real Images

Figure 1: Example images from the curated TrueMedia evaluation dataset. Images include examples fea-
turing influential political, religious, and social figures. The curated dataset allows for more recent, popular
images such as the viral fake image of Pope Francis in a white puffer coat to be included in the model
evaluations.

4 Methods and Experimental Design

4.1 The UniversalFakeDetect Model

To begin, we evaluate the UniversalFakeDetect model released by Ojha et al. [51] on in-the-wild data collected
by the TrueMedia organization to test the universality of the detector. Evaluation images were sourced from
queries submitted by users and by data experts affiliated with the team, who curated the dataset to include
relevant and difficult examples (i.e., ones especially pertinent to TrueMedia’s goal of adddressing political
deepfakes and images that are indiscernible between fake and real to humans). Table |1 summarizes the

contents of this curated dataset and Fig. [I] shows select examples.
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Figure 2: Model architecture for UFD-T models. The CLIP:ViT-L/14 backbone is kept frozen.

4.1.1 Generative Models

The UniversalFakeDetect model uses a frozen, pretrained CLIP ViT-L/14 [53] vision transformer as the
backbone and adds a linear projection layer to perform binary classification. The vision transformer ViT-
L/14 [I8] has been trained as part of CLIP for image-language alignment rather than for image classification.
However, CLIP:ViT has been trained on 400 million image-text pairs from images sourced from the internet,
giving the model more real-world context than most other available image models that have been trained
on other datasets such as ImageNet [I7] or CIFAR-10 [35]. While other network backbones exist for CLIP
models, Ojha et al. [51] found that the ViT-L/14 vision encoder performed best and release public model
weights for this particular architecture; following this finding, we conduct evaluations and experiments solely
with the ViT-L/14 vision encoder backbone. We begin by performing evaluations on the released model

weights as well as a series of ablation studies considering variants of the UniversalFakeDetect paradigm:

1. UniversalFakeDetect baseline. The released UniversalFakeDetect includes 769 learned parameters

in the linear layer, which was trained using binary cross entropy loss.

2. Finetuned UniversalFakeDetect. We finetune the base UniversalFakeDetect model’s trained weights

by starting from the released weights for the linear layer on the curated TrueMedia dataset.

3. Re-initialized UniversalFakeDetect. We analyze how training the linear layer on curated TrueMe-
dia data differs from using the trained UniversalFakeDetect model. We follow the training parameters
outlined by Ojha et al. [51] and initialize the 769 trainable parameters sampled from a normal distri-

bution.

4. UFD-T (UniversalFakeDetect-Transfer). A small-scale study to determine capabilities of transfer
learning when extending the UniversalFakeDetect architecture to include two fully connected layers

with a ReLLU activation function applied. This increases the trainable parameters to 295,681. See Fig.

11



Then, the performance of the UniversalFakeDetect baseline is compared to a trained deep neural network
baseline [60], using a ResNet-50 [23] backbone pretrained with the ImageNet dataset [I7]. Comparisons
are made to (1) the published model weights from [66] that have been trained on ProGAN real/fake data
[32] as well as (2) a finetuned model that builds from the trained and released model weights, using the
curated TrueMedia dataset. Finetuning [66] follows the same procedure described in Sec. to maintain

consistency.

4.1.2 Training Details

The models are trained on the entire images each reshaped to 224 x 224 pixels in order to retain context
of the whole picture; are preprocessed using the learned CLIP:ViT standardization values [53]; and are
trained with a cross-entropy loss with default hyperparameters for CLIP training and the Adam optimizer
[34]. Following results from Wang et al. [66] that found that augmentations improve generalization, we
randomly apply Gaussian blur and JPEG compression to training images and leave evaluation images without
augmentation. While detection methods will sometimes crop faces to only analyze the face in an images if
the detection models have been trained on face-focused datasets, given that the UniversalFakeDetect model
uses a CLIP ViT-L/14 backbone that has been trained on a large corpus of diverse images, cropping is not
applied. Though the curated dataset that the models are trained on is small, since CLIP models tend to do
well in the few-shot setting [53], small-scale datasets seem applicable to finetuning and transfer learning for

the UniversalFakeDetect model. Training is performed for a total of 25 epochs with a batch size of 16.

4.2 Additive Dataset Models

Inspired by prior work that examined the online learning setting for detecting diffusion-generated images [19],
additional models are trained on additive datasets. In other words; we aim to answer the question: can
training on a more diverse collection of manipulated images create a more generalizable fake image detector
without compromising on the detection performance of single types of manipulation or synthetic image
generation? Or is there an inherent tradeoff between generalization and performance? We collect datasets
of fake images from generative models spanning the past four years to increase diversity and simulate the
variety of deepfakes encountered in the wild, including GAN-generated images using the StyleGAN2 model
[33], open source datasets of Stable Diffusion generated faces and general images, and images produced by
newer, commercial image generation tools Midjourney, DALL-E 2, and DeepFloyd IF. Real data is sourced
from the CelebA-HQ [31] dataset for close up images of faces; the “in-the-wild” images from the Flickr-Faces-

HQ (FFHQ) [32] dataset for images where there are faces but are not cropped and may include more than one
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Dataset Class | Train | Validation | Test | Generation Type | Year
CelebA-HQ [31] Real | 23200 2900 2900 / 2017
FFHQ In-the-Wild [32] Real | 3200 400 400 / 2019
MS COCO Train 2017 [39] | Real | 94629 11828 11830 / 2017
StyleGAN2-FFHQ [33] Fake 8000 1000 1000 StyleGAN2 2020
SDFD (512) [ Fake | 2400 300 300 | Stable Diffusion | 2023
SDFD (768) [4] Fake | 2400 300 300 Stable Diffusion 2023
SDFD (1024) [] Fake | 2400 300 300 Stable Diffusion 2023
DiffusionDB [68] Fake | 16000 2000 2000 Stable Diffusion 2022
C-HQ DALL-E 2 Fake / / 500 DALL-E 2 2024
C-HQ DeepFloyd IF Fake / / 1000 DeepFloyd IF 2024
C-HQ Midjourney Fake / / 100 Midjourney 2024
C-HQ SDv2 Fake / / 1000 Stable Diffusion 2024

Table 2: Datasets gathered from recent generative models. C-HQ datasets (e.g., C-HQ DALL-E 2) indicate
collections of images generated by different tools with the purpose of supplementing the CelebA-HQ [31]
dataset to evaluate previously developed TrueMedia detection models. Here, we repurpose these datasets to
additionally evaluate the additive datasets models on newer image generation techniques.

face; and the MS COCO [39] dataset for realistic images that include real-world context and may or may not
include faces. While there is no guarantee that these datasets are each unique, the different domain focuses
of each make the possible overlap relatively small. Since the overall goal is to develop deepfake detectors that

work well in the ¢

‘wild” setting where analyzed images come from sources outside of these curated datasets,
the potential for data leakage from the collected real and fake data was deemed insignificant in comparison
to the potential for larger scale training. Table [2| summarizes these collected datasets used to sample real

and fake data during each iteration of training simple networks on top of the learned CLIP vision encoder.

Each iteration of this training is referred to as an instance of a UFD-T model (Sec. [4.1.1]).

4.2.1 Training Details

A preliminary analysis was done to assess how a UFD-T model performs on a train and test split of each
specific dataset on its own. Then, to increase diversity, a new instance of the UFD-T model was trained
on an increasingly larger number of included datasets, roughly ordering the additions by model generator
release date (e.g., images from GAN models incorporated before images from diffusion models). The exact
order of the datasets included is shown in Table [2| with the top-most row being the first dataset and the

bottom-most row indicating training on a dataset inclusive of all datasets in the table. For each iteration

13



of training, a random sample of real images is selected from the training, validation, and test image pools
to match the number of samples in the fake datasets in order to obtain metrics on balanced datasets. The
models are trained following the same settings as described in Section with the exception of training
length; given the increase in dataset size, training is limited to a single epoch and with an increased batch

size of 256.

4.3 Evaluation metrics

For both the UniversalFakeDetect model and variants as well as the additive datasets models, we follow the
standard in existing works and report average precision and classification accuracy [51], [19] [66], reporting
accuracy at the default 0.5 threshold for binary classification where values less than or equal to 0.5 predict
real images and values greater than 0.5 predict fake images. In addition to average precision and accuracy,
we assess the F1 score, precision, and recall values at the default 0.5 class prediction threshold. In an ideal
setting, the threshold would be tuned using a validation set; given the small size of the TrueMedia evaluation

set, we refrain from tuning the threshold beyond the default value.

5 Results

5.1 UFD Model

We start by comparing the UniversalFakeDetect model and the three variants (Section|d.1.1)), evaluating their
performance directly on in-the-wild data. Table [3| summarizes the results for all four model evaluations, as

well as model evaluations for UFD-T models in Sec. [5.21

Determining a UniversalFakeDetect baseline. Evaluating the released model weights for the Uni-
versalFakeDetect model on the TrueMedia evaluation dataset, we find that the model achieves an average
precision of 58.3. The poor overall accuracy of 36.3% with the default 0.5 threshold (Table[3) is in line with
reports from Ojha et al. [5I] on their test set data of deepfake images. Fig. [3| (right) shows the distribution
of model predictions; it is clear that the base model is simply predicting all images as real (close to 0) rather
than fake. Due to this, even if the threshold for predictions were shifted to improve predictions, the threshold
to determine if an image is fake would have to be close to zero. According to the precision-recall curve in
Fig. 13| (left), if the threshold is set to a low value, the precision drops to 0.65; overall, we can see clearly that

the UniversalFakeDetect model fails to generalize to the TrueMedia evaluation dataset.

Finetuning from the UniversalFakeDetect baseline. While UniversalFakeDetect was trained only
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Model Average F1 Score Precision Recall Accuracy
Precision (0.5) (0.5) (0.5) (0.5)
UFD [51] 58.31 0.0355 1.0 0.0181 36.33
Finetuned UFD 86.68 0.75 0.7593 0.7410 67.97
Re-initialized UFD 90.78 0.8229 0.7826 0.8675 75.78
UFD-T 91.92 0.8278 0.8303 0.8253 77.73
CNNDetection [66] 51.73 0.0619 0.4286 0.0333 49.44
Finetuned CNNDetection 53.57 0.4941 0.525 0.4667 52.22

Table 3: Performance on curated TrueMedia test set for different models tested. The first four rows cor-
respond to the model variants described in Sec. with UFD shorthand for UniversalFakeDetect. The
last two rows correspond to the trained deep neural network baseline . The four rightmost columns
indicate the F1 score, precision, recall, and overall accuracy at the default confidence threshold of 0.5 (Sec.

i3).

200

| =
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0.0 0.

.2 0.4 0.6 0.8 10
0.65, Recall: 1.0 Prediction

Number of Samples

Figure 3: Evaluation results for the UniversalFakeDetect model baseline. Left: Precision-recall curve for
model performance on the TrueMedia test set at various confidence threshold values. The red dot highlights
where the best calibrated threshold is on the curve, calibrating for a high F1 score. Right: The distribution
of model predictions for all data samples in the TrueMedia test set, where 0 indicates the label for a real
image and 1 indicate the label for a fake image. Nearly all images in the curated test set result in prediction
values close to 0.
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Figure 4: Evaluation results for finetuning from the UniversalFakeDetect model baseline. Left: Precision-
recall curve for model performance on the TrueMedia test set at various confidence threshold values. The
curve resembles a more expected shape compared to that of Fig. and the test set calibrated threshold
for the best F1 score nears 0.4. Right: The distribution of model predictions for all data samples in the
TrueMedia test set, where 0 indicates the label for a real image and 1 indicate the label for a fake image.
The distribution appears unimodal with most images resulting in a prediction of around 0.5.

on ProGAN [32] data and evaluated on a variety of additional generation methods, in-the-wild examples
are more diverse in their image contents and employ many different techniques. Unsurprisingly, finetuning
the base model on the more diverse training set from the curated TrueMedia dataset results in increased
performance on the test set, reaching an average precision of 86.7, an improvement of 28.4 points. We also
find that the overall accuracy with the default 0.5 threshold jumps to nearly 68%, and while precision at
the threshold has decreased from the baseline UniversalFakeDetect evaluation, we find that the recall has
improved greatly from 0.02 to 0.74. Importantly, Fig. [f] shows a broader distribution of predictions and a

more typical relationship between precision and recall and varying confidence thresholds.

Adopting the UniversalFakeDetect training paradigm. If finetuning on the training set results in
great improvements, how much of the detection relies on the previous training done by Ojha et al. [51]?
By re-initializing the linear projection layer with random values and training solely on curated TrueMedia
data, we find that the average precision can be further improved to 90.8. Even though all evaluation metrics
improve, the prediction distribution for all evaluation samples seen in Fig. [5| remains unimodal with many
predictions close to confidence values around 0.6, rather than the expected bimodal distribution for trained
binary classifiers. From this, we conclude that the UniversalFakeDetect approach of utilizing the frozen CLIP
ViT-L/14 backbone is promising, but the architecture may not be capable of learning the minute differences

between fake and real in the TrueMedia dataset.

Visualizing real and fake images. Given that published values provided for UniversalFakeDetect show

generalizability to various types of manipulated and synthetic images, it is unexpected that the model would
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Figure 5: Distribution of model predictions on the TrueMedia test set, for the UniversalFakeDetect model
with re-initialized linear projection weights and has been trained on the TrueMedia dataset. The distribution
remains unimodal with most images resulting in a prediction of around 0.6.

predict nearly all images in the TrueMedia dataset as real. It is even more surprising to see that training
directly on the curated TrueMedia dataset would not result in major separation between real and fake image
predictions. While the small size and difficult nature of the dataset may explain some of this deviation
from initial UniversalFakeDetect results, t-SNE [64] visualizations of various real and fake images using the
feature space of the CLIP ViT-L/14 vision encoder provide additional insights into the difficulties of detecting
deepfakes in the TrueMedia dataset. Using real images from the CelebA-HQ [31] dataset and collected fake
images generated by Stable Diffusion [58], Midjourney [I], DeepFloyd IF [3], and DALL-E 2 [54], Fig. [f]
shows the clustering of images for each generation type and for real images. When visualizing the test data
from the TrueMedia dataset, there is no longer a clear distinction between the fake (red) and real (blue)

images, explaining perhaps why a single linear projection layer cannot separate the classes well.

Extending to UFD-T (UniveralFakeDetect-Transfer). To address the lack of distinction between
the fake and real classes when visualizing the vision encoder’s feature space, an extension to the Universal-
FakeDetect architecture is introduced. When extending it to include two fully connected layers and a ReLU
activation function, the average precision reaches 91.9, an additional 5.2 points above training a single fully
connected layer. While F1, overall accuracy, and precision all also increase with this new architecture without
sacrificing a large decrease in recall, the most significant difference appears when plotting the distribution
of model predictions. Figure [7] shows that, with an additional linear layer and a ReLU activation function,
predictions approach a more typical bimodal distribution. This seems to indicate that the relatively small
increase in complexity for the model allows it to learn features that distinguish differences between real and
fake even when trained on the small, diverse TrueMedia dataset, while still keeping the trained model fairly

small.

17



t-SNE Vi ization of CLIP Image Ei CelebA-HQ Test Data: All Fakes t-SNE ization of CLIP Image Embeddil TrueMedia Eval

o Real
60 . * o Fake
20 . )
. °® o
* 4 . e o .
. oo
e .
0 . . .
.
w0 oo . .
o, .
% .
° o .
o . . . o
. : iy :
.
. . o o « ® . oo
20 . h . o
. o
* . . . ”e
o« ° 0 .
. s . L o .
o o * c . . o 00 o
° o © [ L4 o o .
. .
o e ® o s ° . o
. S . . .
e %% e o . . o o
FER R o o0 ‘oo
. «®_° ® o o . ° o
Cee o,
- . .
-20 . o v
. . . . . .
0 . “ ®.° o oo
o o °
. . e ® 4 o o
s . e o 8° o ]
0 Real: CelebAHQ . . .
Real: TrueMedia Eval . . °« 3 LN
. . ¢ .
Fake: SDv2 20 . 2 ¢
Fake: Midjourney 0 L4
Fake: IF . o o
60 Fake: Dalle2

-60 -0 -20 0 20 40 60 -15 -10 -5 0 H 10 15

Figure 6: Left: t-SNE [64] visualizations between real (blue) and fake (red) images, using the C-HQ datasets
generated by the TrueMedia research team (Table [2) and the feature space of the CLIP ViT-L/14 vision
encoder backbone. There is clear clustering not only between each generation type (e.g., Stable Diffusion
v2 (SDv2), Midjourney), but also between the CelebA-HQ real images (light blue) and the generated fake
images. However, the examples in the TrueMedia test set (denoted by “TrueMedia Eval”) appear to not
cluster as well with the other data points. Right: The t-SNE visualization of just the TrueMedia test set.
Unlike the curated datasets with specific generation types, the data points in the TrueMedia test set appear
to not have any clear distinction between the real and fake image encodings.
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Figure 7: Evaluation results for the UFD-T model trained on the TrueMedia dataset. Deviating from results
in Figs. El, and [5] the model predictions for the UFD-T model appear to be near bimodal.
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5.1.1 Classification Baseline Comparison

When taking the published model weights from [66] and evaluating on the curated TrueMedia dataset, it
becomes clear that similar to the UniversalFakeDetect baseline, the model overwhelmingly predicts images
as real, achieving an overall accuracy of 49.4% on the class imbalanced dataset and resulting in an average
precision of 51.7. After finetuning the model using the curated TrueMedia dataset, we surprisingly find that
performance does not improve significantly on the test set and only reaches an average precision of 53.6 and

an overall accuracy of 52.2%.

5.2 Additive Dataset Models

While the UFD-T model performs well on the TrueMedia training and test datasets, the small dataset size
remains a possible constraint during training. Here, we discuss how the UFD-T model performs at identifying

generated images for specific datasets (Table .

Singular Dataset Training. Fig. [§ describes how training on each dataset (row) performs on all other
datasets (columns), reporting average precision and accuracy with a default confidence threshold of 0.5.
When training under the same regime as described in Sec. it is clear that the UFD-T model performs
well on the test set for the same dataset it was trained on; the top left to middle right diagonal shows that
average precision reaches 99.0 or greater for all five datasets that UFD-T was trained on. We can also assess
generalization by observing the off-diagonal; for example, training on any resolution subset of the SDFD
dataset [4] performs well on the other resolution subsets of the SDFD dataset. The two rightmost columns
show how the trained models perform on the TrueMedia dataset; it appears that training on a single dataset
does not generalize well to the curated examples. In particular, for most datasets, it appears that accuracy
on the TrueMedia datasets falls to chance performance. Interestingly, both average precision and accuracy
are greater for the UFD-T model trained solely on the DiffusionDB [68] dataset. This may imply that
the DiffusionDB trained detector generalizes better to other types of manipulated media (supported by the
observation that the average precision for the DiffusionDB row remains high for all other datasets as well),
or that the types of generation and manipulations that are most commonly seen in the TrueMedia dataset

are most similar to those in the DiffusionDB dataset.

Additive Dataset Training. Following the training paradigm followed by Epstein et al. [19], we add
in new datasets for each experiment to train a UFD-T model on increasingly larger and more diverse sets
of data to determine how training data influences UFD-T models. In Fig. [0] it is clear that additive

dataset training does not help the UFD-T model generalize to the TrueMedia datasets. However, similar to
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Figure 8: Aggregated evaluation results for single dataset training for instances of UFD-T models. Left:
Average precision results for each instance of UFD-T models, trained on different datasets (rows) and
evaluated on all other datasets (columns). Right: Accuracy results for each instance of UFD-T models,
again trained on single datasets (rows) and evaluated on other datasets (columns). Accuracy is reported for
the default threshold of 0.5, with all values below 0.5 considered as a “real” class label and all values above
indicating a “fake” class label.

conclusions reached by Epstein et al. [19], training on increasingly more diverse datasets does not impact
the performance of the UFD-T model on previously seen datasets. So, it appears that in order to maximize
performance on a variety of datasets, it is not necessary to train independent models on specific data types to
achieve high detection performance on each of the data types; it suffices to train on more diverse examples.
Additionally, while Epstein et al. [19] demonstrated this using a standard fully convolutional network with
a ResNet-50 [23] architecture pretrained on ImageNet [I7], UFD-T models have only two layers of trainable
parameters and are based on a more modern CLIP Vit-L/14 vision encoder, trained on a larger and more

diverse dataset of images sourced from the internet.

6 Discussion?

The development of deepfake technologies has significantly advanced, leading to a continuous chase between
generation techniques and corresponding detection methods. Although various detection algorithms and
models have been engineered over the past seven years and have shown improvement in detecting Al-
generated images in the research setting, it is unclear whether these methods can translate well to examples
in the wild. Here, we have shown that some methods are not capable of detecting real-world deepfakes

and Al-generated content when applied directly “out-of-the-box;” both UniversalFakeDetect by Ojha et al.

2Select parts of this section have been adapted from sections of a co-authored survey paper on deepfake generation and
detection, “The Tug-of-War Between Deepfake Generation and Detection.” The paper is currently under review for the ICML
2024 Workshop on Data-Centric Machine Learning Research.
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Figure 9: Aggregated evaluation results for additive dataset training for instances of UFD-T models. Each
row indicates an instance of a UFD-T model that has been trained with data inclusive of all datasets in
above rows, including itself. We find that adding in additional datasets during training does not degrade the
model’s performance on single datasets when compared to average precision and accuracy values of UFD-T
instances trained on single datasets.
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[51] and CNNDetection by Wang et al. [66] effectively have chance performance on the curated TrueMedia
dataset. When considering why these methods fail to generalize and how we can still leverage them to
perform well in the real world, we can look to the challenges that all detection approaches face today and

what can be done moving forward.

6.1 Challenges in Current Detection Approaches

Data Scarcity and Bias. One major issue that detection methods face is the lack of comprehensive and
diverse datasets that reflect the full range of manipulations generation models can produce. Due to this, de-
tection datasets are often custom made, focusing on outputs from specific generation models. This approach
allows detectors to identify unique artifacts but limits their ability to generalize to out-of-distribution media,
including new or slightly different deepfake approaches. Additionally, relying on custom datasets compli-
cates the direct comparison of detection techniques. Comprehensive benchmarks to evaluate methods can
work, but require periodic updates as the rapid advancements in generators make detection datasets become

quickly outdated.

Evolving Generation Techniques. As generation methods evolve, they will often develop capabilities to
bypass specific detection mechanisms, especially those relying on detecting artifacts or inconsistencies that
newer models no longer produce; for example, the frequency space artifacts characteristic of GAN-generated
images are noticeably absent from diffusion-generated images [I5]. Relatedly, the visibly increased resolution
and realism of deepfakes make it challenging for human experts and automated systems to distinguish
between genuine and manipulated content. This raises concerns about the effectiveness of current detection
technologies and how to best curate datasets if the authenticity of media cannot be easily verified. Here, we
have relied on data experts and thorough investigations into examples to determine the ground truth labels
of some of the images found in the wild that are difficult to classify. However, this procedure does not scale

well to datasets larger than a few hundred samples.

Adversarial Attacks and Evading Detectors. Beyond simply evolving generation techniques, adversar-
ial attacks can additionally challenge detection methods from performing properly; studies have found that
evasion efforts can be effective at rendering some detectors completely useless. Carlini and Farid [10] found
multiple small perturbation attacks that can be applied to deepfake images, resulting in the performance
of the CNNDetection classifier by Wang et al. [66] to be reduced to worse than chance while minimizing
distortions visible to humans. Hou et al. [26] and Neekhara et al. [48] build on this work to extend the

attacks and apply to other detectors. While these works do not include evasions of more modern detection
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methods, they speak to the continuous back-and-forth between generators and detectors.

6.2 Future Directions

Curate Robust Datasets and Design Competitions for Detection. To effectively combat deepfakes,
there is a critical need for creating and maintaining robust, diverse, and representative datasets that are
publicly available to the research community. These datasets should include a wide variety of deepfake types
and techniques to better train and test detection models. The datasets should be continuously updated at a
regular cadence to include the latest deepfake techniques and real-world examples, ensuring that detection
models can learn to counter new threats. By updating datasets in this way, deepfake detection methods
can be trained more closely to detect the in-the-wild examples that pose the greatest threats to mislead
individuals. Creating competitions for model evaluations can also establish standardized comparisons that

test detectors on these pertinent examples as well.

The additive dataset models (Secs. show that increasing the training dataset to be more diverse is
a promising avenue in training and developing detectors that are universal. However, large-scale, real world
examples were not included in the additive model datasets due to resource and time constraints. Future
work curating the necessary data is already underway and will hopefully show continued success in detection

generalization.

Focused Efforts on Representation and Consent. Creating these robust datasets often relies on web-
scraped data to gather real world examples at scale. However, the use of web-scraped data to train both
generation and detection models also raises concerns about representation and consent. Deepfake subjects
are often public figures like celebrities since ample data is available for them online. As the barrier to create
deepfakes lowers, issues around non-consensual deepfake pornography and identity misuse will likely become
more prevalent for all internet users as well. While such content should be moderated and prevented from
being created through policy and moderation considerations, detection methods must also be proactive in
handling such cases. TrueMedia’s main focus is on political content and misinformation, but further work

in detecting other types of harmful deepfakes could prove to be fruitful, interesting, and impactful.

Harness Additional Capabilities of Foundation Models for Deepfake Detection. While UFD-T
models do harness the capabilities of the CLIP ViT vision transformer, there are many additional capabilities
of foundation models that could be explored as ways to bolster detection methods. For example, Wu et al.
[69] introduce LASTED, a new model that utilizes language-guided contrastive learning to reformulate the

detection problem and aims to improve generalizability to unseen image generation models. LASTED takes
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advantage of the text-specific side of CLIP models, which UFD-T does not interact with. Analyzing how
augmenting the data with text captions or trying other foundation model backbones can help identify what

is useful context for Al-generated image detection.

6.3 Alternatives to Deepfake Detection

TrueMedia and this work has focused on detecting deepfakes using AI. Other forms of digital content mod-
eration and image forensics are constantly being updated as detection models are trained, with developing
digital watermarking [45] 52] and revamping technology policy [56] being popular options. Future work
should leverage combining these different methodologies with AI powered detection to combat deepfake mis-
information. One example could be to train detection methods on the included digital watermarks as well as
other deepfake artifacts, and then using an ensemble approach to detect a wider array of manipulated images.
Although these alternative methods are critical tools in the fight against misinformation through deepfakes,
they remain difficult to enforce and make universal. Watermarking could become prevalent but may not be
required by applications such as browsers or social media networks, and every state can enforce different
policies. This highlights the continued need for research in deepfake detection using machine learning and

why an ensemble approach may be successful.

7 Conclusion

We conduct experiments to investigate how open source Al-generated image detection models perform on
a curated dataset of high quality fake images, after first surveying the existing landscape of fake image
detection. We find that despite performing well on academic datasets, open source detection methods often
fail at detecting in-the-wild examples when used out of the box. The experiments also suggest that training
small models on top of vision transformers pretrained on large amounts of image-text pairs is more effective
at learning to detect in-the-wild examples when compared to training more traditional image classification
networks. Finally, we find promising evidence that universal fake image detectors that generalize to different
image generation methods are possible to train, as there is no tradeoff found between increasing training data
diversity (of image generation methods) and fake image detection for singular types of image generation.
These findings are encouraging for the deepfake detection space as Al-generated images gain in popularity

and become increasingly realistic.
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